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Abstract— For this project, I learned how to build a virtual 
cluster using CentOS 7.  Using the Pacemaker software solution, 
I designed and built a virtual cluster of 5 nodes with one data 
node.   
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I. INTRODUCTION 
In this paper, I will discuss the design and system structure 

for the Pacemaker virtual cluster.  This includes the host 
machine configuration and the virtual machine configuration 
settings.  This report also discusses the implementation of the 
cluster with a step-by-step setup of the virtual cluster and data 
node.  I also show the readers the results of adding/removing 
nodes and node failure tests.  At the end of this paper, I analyze 
the results of the experiments run during this project.  This 
project had the following requirements.   

• The cluster should have at least four nodes. 

• The cluster should have global shared storage space. 

• The cluster should be able to host a website. 

• Show how to add/remove a node from the cluster. 

• We need to simulate the situation where one of the 
nodes fails. 

 

II. DESIGN AND SYSTEM STRUCTURE 
 
System Architecture: 

• Four nodes 
• Shared Storage data node 

 
Host machine configuration: 
 
Dell Inspiron 17 7000 Series 

• 16Gb ram 
• CPU: Intel Core i7-7500U 4 Cores 

• GPU: NVIDIA GeForce 940MX (2GB GDDR5) 
 
Virtual Machine configuration: 
 

Hypervisor: Oracle VirtualBox 6.1 
 
Each node has the following configuration. 

 

 
 

III. CLUSTER IMPLEMENTATION 
Update Network: 
 
cd /etc/sysconfig/network-scripts 
cp ifcfg-enp0s3 ifcfg-enp0s8 
 
Update ifcfg-enp0s3 



 
 

Update ifcfg-enp0s8 
 

 
 

Rename hostname 
 
echo node5.mycluster.localdomain > /etc/hostname 
 
Update /etc/hosts 

 

 
 

Reboot node: 
 
shutdown now -r 
 
Install Required packages and setup: 
 
yum install pcs 

 

 
Setup firewall: 

 
firewall-cmd --permanent --add-service=high-availability &&  
firewall-cmd --reload 

 

 
 

Enable and start PCS services 
 
systemctl start pcsd.service  
systemctl enable pcsd.service 

 

 
 
 

Disable STONITH 
 

 
 

Virtual IP address: 
 
pcs resource create vClusterIP ocf:heartbeat:IPaddr2 
ip=10.0.0.115 cidr_netmask=32 nic=enp0s8 op monitor 
interval=30s 
 
Install Apache HTTP Server as a cluster Service 
 
yum install -y httpd wget 

 

 
 

Configure firewall for http traffic: 

 
 

Create Website: 

 
 

Enable the Apache status URL 
 



 
 

Create Resource Website: 
 
pcs resource create WebSite ocf:heartbeat:apache \  
 configfile=/etc/httpd/conf/httpd.conf \  
 statusurl="http://localhost/server-status" \  
 op monitor interval=1min 
 
Ensure Resources Run on the same host: 
pcs constraint colocation add WebSite with vClusterIP 
INFINITY 
 
Set resources Start/Stop order: 
pcs constraint order vClusterIP then WebSite 
 
 
PCS Cluster: 
 

 
 
Verify website 
lynx http://10.0.0.115/index.html 

 

 
 

NSF Setup: 

 
Create NFS server by cloning node1 and updating network, 
hostname, and /etc/hosts file. 
 
On all node install: 
 
yum install nfs-utils 
 
Then update the firewall. 
 
firewall-cmd --permanent --add-service=nfs && firewall-cmd 
–reload 

 
 

On the data node: 
 
systemctl enable nfs-server 
systemctl start nfs-server 
 
mkdir /var/nfsshare 
 
vi /etc/exports 

 
 

Reload the exports 
exportfs -r 
 
Update the firewall: 

 
 

On the nodes 

 
 

 
 

Enable clients to use NFS for web services: 
 
setsebool httpd_use_nfs on 

 



 
 

Edit /etc/fstab to make the NFS mount permanent. 
 

 
 

Copy files to NFS share and update website: 
 
cp -r /var/www/* /var/nfsshare/ 
 
vi /var/www/html/index.html 

 

 
 

PCS Status: 
 

 
 

IV. EXPERIMENT 
 
Add/Remove nodes 
 
On a node in the existing cluster, you need to run the 
following commands. 
 
First, you need setup authentication for the hacluster user on 
the new node: 
 

 
 

Then you can add the node to the cluster.  This action adds the 
new node to the existing cluster.  The command syncs the 
cluster configuration file corosync.cnfg to all the nodes in the 
cluster [1]. 

 

 
 

PCS Status after adding the new node. 
 

 
 

To remove the node. 
 
The following command shuts down the specified node and 
removes it from the cluster configuration file 
/etc/corosync/corosync.conf.  The command also removes the 
node from all the other nodes in the cluster [1]. 

 

 
 

Standby mode: 
 
The following commands will put a specified node in and out 
of standby mode.  The selected node in the standby command 
will no longer be able to host resources [1]. 

 



 
 

To put the node back into the cluster, run the following 
command after putting it into standby mode.   
 
pcs cluster unstandby node_name 

 

 
 
Testing Nodes failure: 
 
PCS status before shutdown node1 

 
 

On node1, I ran shutdown now -r to reboot the node.  From 
the screenshot of the log below, you can see that node1 was 
lost. 
 

 
 

PCS Status after node1 went down. 
 

 
 

Now I will shut down node2. 
 
After shutdown node2, the entire cluster has stopped.   

 

 
 

Reviewing the logs, I have found the following that states 
node2 is down. 

 

 
 

Digging deeper in the logs, I have found the reason the cluster 
stopped. 

 

 
 



Since the cluster no longer had quorum pcs, shut down the 
cluster. 

 
 

To bring the cluster online again, the administrator could shut 
down the online nodes and start the cluster again. 

 

 
 

PCS Status after starting all the nodes again: 
 

 
 
 
 

V. ANALYSIS 
 

For this project, I did several experiments to understand better 
how the Pacemaker software worked.  During these 
experiments, I added and removed nodes from the cluster, put 
them in standby mode, took them out of standby mode, and 
performed node failure tests.  As a system administrator 
administering a PCS cluster, adding and removing nodes 
would be a common occurrence. Suppose there was an issue 
with one node, the administrator would need to remove that 
broken node from the cluster and add a new working node 
back.  To add a new node to the cluster, the required software 
must first be installed on that node [1].  In addition to the 

software install, the firewall must also be set up to allow the 
high availability service [1].   Then the password needs to be 
set for the hacluster user.  According to the Redhat 
documentation, it is recommended that this password be the 
same for each node in the cluster [1].  Next, the pcsd service 
should be started and then enabled [1].  The next step in 
adding a new node to the cluster is authenticating the hacluster 
user to the new cluster node [1].  Once the user is 
authenticated, the node can be added to the cluster.  The pcs 
cluster node add command will add the node to the existing 
cluster.  This command will also sync the cluster configuration 
file to all the nodes in the cluster [1].  The administrator would 
run the pcs command "pcs cluster node remove nodename" to 
remove an existing cluster.  This command would shut down 
the specified node and remove it from the cluster [1].  The 
cluster configuration file would be updated on the remaining 
nodes in the cluster [1].  Another action an administrator 
would apply to the cluster is putting nodes in and out of 
standby mode.  One reason this would be used is for 
maintenance.  Putting a node in standby mode will make the 
specified node unable to host resources [1].  This would allow 
the admin to update the nodes while the node is no longer 
active in the cluster.  The standby command could also be 
used to test node failure without shutdown the node [1].  Once 
the maintenance or testing has been completed, the node can 
be removed from standby mode by running "pcs cluster 
unstanby nodename" command [1].  During the node failure 
test, I discovered that after shutting down two of the nodes in 
the cluster, the entire cluster was shut down.  Reviewing the 
logs, I found the reason this happened was because of quorum.  
To maintain cluster integrity and high availability, clustered 
environments use a concept known as quorum to prevent data 
corruption [2].  A cluster has quorum when more than half the 
clusters nodes are available [2].  To avoid the possibility of 
data corruption due to failure, Pacemaker by default stops all 
resources in the cluster if the cluster no longer has quorum [2].  
Quorum is established using a voting system.  When a 
cluster's node is no longer functioning or loses communication 
with the rest of the cluster, the other nodes can vote to remove 
that node from the cluster [2]. We can lose one node in our 
four-node cluster without stopping the cluster since there is 
still quorum.  But once the second node is removed, the 
cluster no longer has quorum and stops the cluster. One 
problem that can exist with a cluster partition is split-brain [3].  
A split-brain can occur when the cluster communication 
between nodes is lost, and the cluster becomes partitioned into 
subclusters, and each subcluster believes it is the primary 
partition.  The subcluster is not aware of the other subcluster 
and causes conflicts in shared resources [3].  A split-brain can 
be avoided by giving each node in the cluster one vote and 
mandating a majority of votes in the cluster for an operational 
cluster [3].  A cluster partition with a majority of the votes has 
quorum and is allowed to operate [3]. 
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