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Abstract – I set up the Hadoop MapReduce framework to 
execute a word count application for this project assignment.  In 
this assignment, I broke it down into two parts.  I set up the 
virtual cluster of 3 nodes in the first part of the project and then 
installed the Hadoop framework.  For the second part of the 
project, I ran several test applications on the Hadoop cluster that 
I created in step one. 
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I. INTRODUCTION 
In this project assignment, I used the MapReduce framework 
on Hadoop to run three experiments testing the Hadoop cluster.  
The experiments calculated P, ran the command grep to get 
information from many files, and lastly, a word count 
application using Hadoop MapReduce.  Hadoop is an open-
source, Java-based framework used for storing and processing 
big data [2].  The data is stored on inexpensive servers that run 
as clusters [2].  Its distributed file system enables concurrent 
processing and fault tolerance [2].  MapReduce is a 
programming model or pattern within the Hadoop framework 
used to access big data stored in the Hadoop File System 
(HDFS) [1].  MapReduce enables concurrent processing by 
splitting petabytes of data into smaller chunks and processing 
them in parallel on Hadoop commodity servers [1].  In this 
assignment, I set up a virtual cluster of three nodes consisting 
of one master node and two worker nodes.  The setup for this 
project was very similar to assignment 2.  I just needed to set 
up the virtual machines, configure the networking, set up the 
hostnames on each node, and then connect them by updating 
the file /etc/hosts with each node's IP Address and hostname.  
One different configuration in this assignment, I needed to set 
up ssh keys for the hadoop user so the hadoop user could login 
to each of the other nodes without a password. 

After the configuration steps were finished, I installed the 
Hadoop software and made all the necessary environment 
configurations to get the Hadoop software running.  Some of 
these steps were editing many Hadoop configuration files, 
adding the slave nodes to the workers file, cloning the two 
slave nodes from the master, and changing the hostname and 

network settings.  Once those steps were finished, I formatted 
the HDFS and started Hadoop.  I then ran the first two 
experiments to verify Hadoop was running successfully.  After 
I confirmed Hadoop was running, I moved to experiment 3.  I 
modified the provided python file mapper.py for this 
experiment to remove all special characters from the word 
count.  I added the python library for Regular expression 
operations [3] to this script to remove the numbers and special 
characters. 

II. IMPLEMENTATION 
In this section, I will discuss the implementation of this 
project, including a detailed setup guide that shows the 
configuration setting for setting up the nodes and the 
installation and configuration of Hadoop. 
 
Configure Master Node 
 
Hostname setup 

 
 
Network Setup for ifcfg-enp0s3 and ifcfg-enp0s8 
 
Ifcfg-enp0s3: 



 
ifcfg-enp0s8 

 
 
Update /ect/hosts 

 
 
Run shutdown now -r to finalize the network settings. 
 
Install Java on the master node. 

 
 

 
 
Verify Java 

 
 
Install wget 

 
 

 
 
Create a Hadoop user and change the password 
 

 
 
Change to Hadoop user 
 

 
 
SSH configuration 
 

 
 
Add keys as authorized key 
 

 
 
Test passwordless login 
 

 
 
Download and install Hadoop 
 

 
 
Setup environment variables 
 



 
 
Verify Hadoop environment variables. 
 

 
 
Configure Hadoop 
 
Edit the hadoop-env.sh file to add JAVA_HOME variable 
 

 
 
Test Hadoop 
 

 
 
Edit core-site.xml 

 
Edit hdfs-site.xml 

 
 

Edit mapred-site.xml 

 
 
Edit yarn-site.xml 

 

 
 
Add Slave nodes 

 
 
Next shutdown the master node and clone 2 slave nodes from 
master.  On the slave nodes update. 

• /etc/hostname 
• /etc/sysconfig/network-script/ifcfg-enp0s8 

 
From the master node format  
 

 
 
Stop the firewall on all nodes. 
 

 
 
Start Hadoop 



 
 
 

III. TEST 
This section of the paper will cover testing the functionality of 
the Hadoop cluster and displaying the results of the three 
experiments.   
 
Create HDFS directory 

 
 
Test moving files to HDFS directory 

 
 
List contents of the HDFS directory 

  
 
Print content of the file from the HDFS directory 

 
 
Remove the file from the HDFS directory 

 
 
 
 
Experiment 1 (Calculate PI) 
 

 

 

 

 



 
Experiment 2 (grep information from files) 
 

 

 

 

 

 
 
Verify Experiment 2 
 

 
 
Experiment 3 (Word Count ps.txt, top.txt, vi.txt) 
 
I modified mapper.py, adding the regular expression 
operations library to remove all numbers and special 
characters from the output of the word count application.  
Highlighted are the changes I made to mapper.py 
 

 
 
After the script removes the leading and trailing whitespace, I 
read that line eliminating the numbers and special characters 
before splitting the line into separate words. 
 
Running experiment 3 

 



 
 
Displaying the output from experiment 3 
 

 
 
I downloaded a book in text format and ran the word count 
application against it. 
 
https://ia600908.us.archive.org/6/items/alicesadventures19033
gut/19033.txt 
 

 

 
 
Displaying the output for the word count application for the 
book Alice in Wonderland. 
 

 
 
 
 
 

REFERENCES 

 
[1] Talend.com, 2021. [Online]. Available: 
https://www.talend.com/resources/what-is-mapreduce/. 
[Accessed: 10- Dec- 2021]. 
[2] Talend.com, 2021. [Online]. Available: 
https://www.talend.com/resources/what-is-hadoop/. 
[Accessed: 10- Dec- 2021]. 
[3]"re — Regular expression operations — Python 3.10.1 
documentation", Docs.python.org, 2021. [Online]. Available: 
https://docs.python.org/3/library/re.html. [Accessed: 10- Dec- 
2021]. 
 
 
 

 
 
 


